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QUASI VARIATIONAL INEQUALITIES AND
NONEXPANSIVE MAPPINGS
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ABSTRACT: In this paper, we suggest and analyze three-step iterations for finding the common element of the
set of fixed points of a nonexpansive mappings and the set of solutions of the quasi variational inequalities. We
also study the convergence criteria of three-step iterative method under some mild conditions. Our results include
the previous results as special cases and may be considered as an improvement and refinement of the previously
known results.
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1. INTRODUCTION

Quasi variational inequalities are being used as a mathematical programming tool in modelling various equilibria
problems in economics, finance, operations, optimization, enviroment sciences, regional, pure and applied
sciences. It combines novel theoretical and algorithmic advances with new domain of applications. Analysis of
these problems requires a blend of techniques from convex analysis, functional analysis and numerical analysis.
As a result of interaction between several branches of mathematical and engineering sciences, we now have a
variety of techniques to suggest and analyze various algorithms for solving quasi variational inequalities and
related optimization problems, see [1-19]. It is well known that the solution of the quasi variational inequalities
can be computed using the iterative projection method, the convergence of which requires the strongly
monotonicity and Lipschitz continuity of the involved operator. These strict conditions rule out its applications
in important problem. To overcome these drawback, we use the concept of the relaxed co-coercive concept,
which is weaker than the strongly  monotonicity. In this respect our results represent a refinement of the previously
known results.

Noor [11] suggested and analyzed several three-step iterative methods for solving different classes of
variational inequalities. It has been shown that three-step schemes are numerically better than two-step and one-
step methods. Related to the quasi variational inequalities, is the problem of finding the fixed points of the
nonexpansive mappings, which is the subject of current interest in functional analysis. Motivated by the research
going on these fields, we suggest and analyze a new three-step iterative method for finding the common solution
of these problems. We also prove the convergence criteria of these new iterative schemes under some mild
conditions. Since the quasi variational inequalities include the variational inequalities and implicit
complementarity problems as special cases, results obtained in this paper continue to hold for these problems.
Results proved in this paper may be viewed as a significant and improvement of the previously known results.

2. BASIC RESULTS

Let H be a real Hilbert space, whose inner product and norm are denoted by ��� �� and ||�|| respectively. S be a
nonexpansive operator.

Given a point-to-set mapping K : u � K(u), which associates a closed convexvalued K(u) of H with any
element u of H, consider the problem of finding u � K(u) such that
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�Tu, v – u ������� �v � K(u), (2.1)

which is known as a quasi variational inequality. To convey an idea of the applications of the quasi variational
inequalities, we consider the second-order implicit obstacle boundary value problem of finding u such that
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where f (x) is a continuous function and M(u) is the cost (obstacle) function. The prototype encountered is

( ) inf{ }.i

i
M u k u� � (2.3)

In (2.3), k represents the switching cost. It is positive when the unit is turned on and equal to zero when the
unit is turned off. Note that the operator M provides the coupling between the unknowns u = (u1, u2, . . . , ui). We
study the problem (2.2) in the framework of variational inequality approach. To do so, we first define the set K
as

1
0( ) { : ( ) : ( ),K u u u H u M u� � � �  on �},

which is a closed convex-valued set in 1
0 ( ),H �  where 1

0 ( )H �  is a Sobolev (Hilbert) space, see [1-5]. One can

easily show that the energy functional associated with the problem (2.2) is
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It is clear that the operator T de.ned by (2.5) is linear, symmetric and positive. Using the technique of Noor
[13], one can show that the minimum of the functional I [v] defined by (2.4) associated with the problem (2.2)
on the closed convex-valued set K(u) can be characterized by the inequality of type

�Tu, v – u��� ��f, v – u�, �v � K(u), (2.6)

which is exactly the quasi variational inequality (2.1). Note that, if K*(u) is the polar cone of a closed convex-
valued cone K(u), then problem (2.1) is equivalent to finding
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u � (u), Tu � K*(u), and �Tu,u��= 0.

which is known as the implicit complementarity problem, see the references.

Note that, if K(u) is independent of the solution u, that is, K(u) = K, then problem (2.1) is equivalent to
finding u � K such that

�Tu, v – u��� 0, �v � K, (2.7)

which is known s variational inequality introduced and studied by Stampacchia [18] in 1964. For the numerical
methods, applications and formulations, see [1-19] and the references therein.

We now recall some well known concepts and results.

Lemma 2.1. For a given z � H, u � K satisfies the inequality

�u – z, v – u��� 0, �v � K,

if and only if

u = PK[z],

where PK is the projection of H onto the closed convex set K. It is also known that the projection operator PK is
nonexpansive.

Using Lemma 2.1, one can show that the quasi variational inequality (2.1) is equivalent to a fixed-point
problem. This result is due to Noor [8].

Lemma 2.2. The function u � K(u) is a solution of the quasi variational inequality (2.1) if and only if
u � K(u) satisfies the relation

u = PK(u)[u – �T u],

where � > 0 is a constant.

Lemma 2.2 implies that quasi variational inequalities and the fixed point problems are equivalent. This
alternative equivalent formulation has played a significant role in the studies of the quasi variational inequalities
and related optimization problems.

Let S be a nonexpansive mapping. We denote the set of the fixed points of S by F(S) and the set of the
solutions of the quasi variational inequalities (1) by QV I(K(u), T). We can characterize the problem. If x* �
F(S) � QV I(K(u), T), then x* � F(S) and x* � QV I(K(u), T). Thus from Lemma 2.2, it follows that

x* = Sx* = PK(u)[x
* – �Tx*] = SPK(u)[x

* – �Tx*],

where � > 0 is a constant.

This fixed point formulation is used to suggest the following multi-step iterative methods for finding a
common element of two different sets of solutions of the fixed points of the nonexpansive mappings S and the
quasi variational inequalities (2.1).

Algorithm 2.1. For a given x0 � K(x0), compute the approximate solution xn by the iterative schemes

( )(1 ) [ ],
nn n n n K x n nz c x c SP x Tx� � � � � (2.8)

( )(1 ) [ ],
nn n n n K z n ny b x b SP z Tz� � � � � (2.9)

( )1 (1 ) [ ],
nn n n n K y n nx a x a SP y Ty� � � � � � (2.10)

where an, bn, cn � [0, 1] for all n ��0 and S is the nonexpansive operator. Algorithm 2.1 is a three-step predictor-
corrector method. For S = I, the identity operator, Algorithm 2.1 appears to be a new one.
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Note that for cn � 0, Algorithm 2.1 reduces to:

Algorithm 2.2. For an arbitrarily chosen initial point x0 ��K(x0), compute the approximate solution {xn} by
the iterative schemes

( )(1 ) [ ],
nn n n n K x n ny b x b SP x Tx� � � ��

( )1 (1 ) [ ],
nn n n n K y n nx a x a SP y Ty� � � � � �

where an, bn � [0, 1] for all n � 0 and S is the nonexpansive operator. Algorithm 2.2 is called the two-step
(Ishikawa iterations) iterative method. For bn � 1, an � 1, Algorithm 2.2 reduces to:

Algorithm 2.3. For an arbitrarily chosen initial point x0 � K(x0), compute the sequence {xn} by the iterative
schemes

( )[ ],
nn K x n ny SP x Tx� ��

( )1 [ ].
nn K y n nx SP y Ty� � ��

For S = I, Algorithm 2.3 can be written as

1 ( ) ( )( )[ [ ] [ ]],
n nn n K x n n K x n nx PK y P x Tx TP x Tx� � �� � � � �

which is called implicit double projection method and this result is mainly due to Noor [12]. For bn � 0, cn � 0,
Algorithm 2.1 collapses to the following iterative method.

Algorithm 2.4. For a given x0 � K(x0), compute the approximate solution xn+1 by the iterative schemes:

1 ( )(1 ) [ ],
nn n n n K x n nx a x a SP x Tx� � � � � � (2.11)

which is known as the Mann iteration (one-step method) and appears to be a new one.

For K(u) � K, Algorithm 2.1 reduces to the following three-step iterative methods for solving the problem
F(S) � VI(K,T), which is due to Noor and Huang [16].

Algorithm 2.5. For a given x0 � K, compute the approximate solution xn by the iterative schemes

(1 ) [ ],n n n n K n nz c x c SP x Tx� � � � � (2.12)

(1 ) [ ],n n n n K n ny b x b SP z Tz� � � �� (2.13)

1 (1 ) [ ],n n n n K n nx a x a SP y Ty� � � � � � (2.14)

where an, bn, cn � [0, 1] for all n � 0 and S is the nonexpansive operator. Algorithm 2.5 is a three-step predictor-
corrector method. For the convergence analysis of Algorithm 2.5, see Noor and Huang [16]. It is worth mentioning
that three-step methods are also known as Noor iterations. Clearly Noor iterations include Mann-Ishikawa
iterations as special cases. In particular, three-step methods suggested in this paper are quite general and include
several new and previously known algorithms for solving variational inequalities and nonexpansive mappings.

Definition 2.1. A mapping T : K � H is called µ-Lipschitzian if for all x, y � K, there exists a constant
µ > 0, such that

||Tx – Ty|| � µ||x – y||.

Definition 2.2. A mapping T : K � H is called �-inverse strongly monotonic (or co-coercive ) if for all x,
y � K, there exists a constant � > 0, such that

�Tx – Ty, x – y ��� �||Tx – Ty||2.
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Definition 2.3. A mapping T : K ��H is called r-strongly monotonic if for all x, y � K, there exists a
constant r > 0, such that

�Tx – Ty,x – y��� r||x – y||2.

Definition 2.4. A mapping T : K � H is called relaxed (�, r)-cocoercive if for all x, y � K, there exists
constants � > 0, r > 0, such that

�Tx – Ty, x – y ��� –�||Tx – Ty||2 + r||x – y||2.

Remark 2.1. Clearly a r-strongly monotonic mapping or a �-inverse strongly monotonic mapping must be
a relaxed (�, r)-cocoercive mapping, but the converse is not true. Therefore the class of the relaxed (�, r)-
cocoercive mappings is the most general class, and hence definition 2.4 includes both the definition 2.2 and the
definition 2.3 as special cases.

Lemma 2.3 [11]. Suppose 0{ }k k
�
��  is a nonnegative sequence satisfying the following inequality:

�k+1 ��(1 – �k)�k + �k, k � 0

with �k � [0, 1], 0 ,k k
�
�� � � �  and �k = o(�k). Then limk���k = 0.

In order to consider the convergence analysis of the iterative methods, we need the following assumption,
which is mainly due to Noor [9,12].

Assumption 2.1. The projection operator PK(x) satisfies the following condition

||PK(x)(w) – PK(u)(w) || � v||x – u||, �x,u,w � H,

where v > 0 is a constant.

Remark 2.2. We remark that Assumption 2.1 is true for the special case, K(x) = m(x) + K, which appears in
many important applications [7], where m is a point-topoint mapping and K is a closed convex set in H. It is well
known that

PK(x)(w) = m(x) + PK[w – m(x)].

If m is a Lipschitz continuous with a constant 0,v ��  then

    ||PK(x)(w) – PK(u)(w)||

= ||m(x) – m(u) + PK[w – m(x)] – PK[w – m(u)]||

� ||m(x) – m(u)|| + ||PK[w – m(x)] – PK[w – m(u)]||

2 || ( ) ( ) || 2 || ||,m x m u v x u� � � ��

which shows that Assumption 2.1 is true for � ��2 0.v v

3. MAIN RESULTS

In this section, we investigate the strong convergence of Algorithms 2.1, 2.2 and 2.4 in finding the common
element of two sets of solutions of the quasi variational inequalities (2.1) and F(S) and this is the main motivation
of this paper.

Theorem 3.1. Let K(u) be a closed convex-valued subset of a real Hilbert space H. Let T be a relaxed
(�, r)-cocoercive and  µ-Lipschitzian mapping of K(u) into H, and S be a nonexpansive mapping of K(u) into
K(u) such that F(S) � QVI(K(u), T) ���. Let {xn} be a sequence defined by Algorithm 2.1, for any initial point
x0 � K(x0), with conditions
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2 2 2 22

2 2

( ) (2 )r v vr � �� � � �� ��
� � �

� � (3.1)

2
1 1 1 (2 ), (0,1),r v v v� � � � � � � (3.2)

an, bn, cn � [0, 1] and 0 .n na�
�� � �  If Assumption 2.1 holds, then xn obtained from Algorithm 2.1 converges

strongly to x*�� F(S) ��QVI(K(u), T).

Proof: Let x* � K(u) be the solution of F(S) � QV I(K(u), T). Then

*
* * * *

( )
(1 ) [ ]n n K x

x c x c SP x Tx� � � � � (3.3)

*
* * *

( )
(1 ) [ ]n n K x

b x b SP x Tx� � � � � (3.4)

*
* * *

( )
(1 ) [ ]n n K x

a x a SP x Tx� � � � � (3.5)

where an, bn, cn � [0, 1] are some constants. To prove the result, we need to evaluate ||xn+1 – x*|| for all n � 0. From
(2.14),(3.5), Assumption 2.1, and the nonexpansive mapping S, we have

    ||xn+1 – x*||

*
* * *

( ) ( )
(1 ) || || || [ ] [ ] ||

nn n n K y n n K x
a x x a SP y Ty SP x Tx� � � � � � � � �

� � � � � � � ��* * *
( ) ( )(1 ) || || || [ ] [ ] ||

n nn n n K y n n K ya x x a P y Ty P x Tx � � � � ��*
* * * *

( ) ( )
|| [ ] [ ]

nK y K x
P x Tx P x Tx

* * * *(1 ) || || || ( ) || || || .n n n n n n na x x a y x Ty Tx a v y x� � � � � � � � � � (3.6)

From the relaxed (�, r)-cocoercive and µ-Lipschitzian definition on T,

|| yn – x* – �(Tyn – Tx*) ||2

= || yn – x* ||2 – 2��Tyn – Tx*, yn – x*� + �2 || Tyn – Tx* ||2

� || yn – x* ||2 – 2�[–��|| Tyn – Tx* ||2 + r || yn – x* ||2] +�2 || Tyn – Tx* ||2

� || yn – y*||2 + 2��µ2 || yn – x* ||2 – 2�r || yn – x* ||2 + �2µ2 || yn – x*||2

= [1+2��µ2 – 2�r + �2µ2]|| yn – x*||2. (3.7)

Combining (3.6) and (3.7), we have

xn+1 – x* || � (1 – an) || xn – x*||

� �2 2 2 *1 2 2 || ||n na r v y x� � ��� � � � � � � �

= (1– an) || xn – x* || + an || yn – x*||, (3.8)

where

2 2 21 2 2 .r v� � � ��� � � � � � � (3.9)

It follows from (3.1) and (3.2) that � < 1.

From (2.13), (3.4), Assumption 2.1, and nonexpansivity of S, we have
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|| yn – x* || � (1 – bn) || xn – x*||

*
* *

( ) ( )
|| [ ] [ ] ||

nn K z n n K x
b SP z Tz SP x Tx� �� � � �

*
* * * * *

( ) ( )
(1 ) || || || [ ] [ ] ||

nn n n K z K x
b x x b P x Tx P x Tx� � � � �� � � �

� �� � ��* *
( ) ( )|| [ ] [ ] ||

n nn K z n n K zb P z Tz P x Tx

* *(1 ) || || || ||n n n nb x x b v z x� � � � �

* *|| ( ) || .n n nb z x Tz Tx� � � � � (3.10)

Now from the relaxed (�, r)-cocoercive and µ-Lipschitzian definition on T, we have

|| zn – x* – �[Tzn – Tx*]||2

       = || zn – x* ||2 – 2��Tzn – Tx*, zn – x*� + �2|| Tzn – Tx*||2

�������� || zn – x* ||2 – 2�[–��|| Tzn – Tx* ||2 + r ||zn – x*||2]

+ �2|| Tzn – Tx* ||2

�������� || zn – x* ||2 + 2��µ2|| zn – x* ||2 – 2�r || zn – x* ||2

+ �2µ2|| zn – x* ||2

       = [1 + 2��µ2 – 2�r + �2µ2]|| zn – x*||2. (3.11)

From (3.9), (3.10) and (3.11), we have

|| yn – x*|| � (1 – bn) || xn – x*|| + bn��|| zn – x*||. (3.12)

In a similar way, from (2.12), (3.3) and (3.9), it follows that

||zn – x*|| � (1 – cn) || xn – x*|| + cn��|| xn – x*||,

= {(1 – cn(1 – �))}|| xn – x*||

� || xn – x*||. (3.13)

From (3.8), (3.12) and (3.13), we obtain

|| xn+1 – x*|| � (1 – an)|| xn– x*|| + an��|| yn – x*||

� (1 – an) || xn – x*|| + an��|| zn – x*||

� (1 – an) || xn – x* || + an���� xn – x* ||

= [1– an(1 – �)]|| xn – x* ||, (3.14)

and hence by Lemma 2.3, we have limn �� || xn – x*|| = 0, the required result.

If the convex-valued set K(x*) is independent of the solution x*, that is, K(x*) � K, then Theorem 3.1 reduces
to the following result, which is due to Noor and Huang [16].

Theorem 3.2. Let K be a closed convex subset of a real Hilbert space H. Let T be a relaxed (�, r)-cocoercive
and µ-Lipschitzian mapping of K into H, and S be a nonexpansive mapping of K into K such that F(S) � V I
(K, T) ���. Let {xn} be a sequence defined by Algorithm 2.5, for any initial point x0��K, with conditions

0 < � < 2(r – �µ2)/µ2, �µ2 < r,
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an, bn, cn � [0, 1] and 0 ,n na�
�� � �  then xn obtained from Algorithm 2.5 converges strongly to x* � F(S) � V

I(K, T).

If cn � 0, then the following result is a special case of Theorem 3.1.

Theorem 3.3. Let K(u) be a closed convex-valued subset of a real Hilbert space H. Let Assumption 2.1
hold. Let T be a relaxed (�, r)-cocoercive and µ-Lipschitzian mapping of K(u) into H, and S be a nonexpansive
mapping of K(u) into K(u) such that F(S) � QV I(K(u),T) ���. Let {xn} be a sequence defined by Algorithm 2.2,
for any initial point x0�K(x0), with conditions (3.1) and (3.2). If Assumption 2.1 holds, then xn obtained from
Algorithm 2.2 converges strongly to x* �F(S) � QV I(K(u),T).

Next we will provide and prove the strong convergence theorem of Algorithm 2.4 under the �-inverse
strongly monotonicity.

Theorem 3.4. Let K be a closed convex subset of a real Hilbert space H. Let � > 0. Let T be an �-inverse
strongly monotonic mapping of K(u) into H, and S be a nonexpansive mapping of K(u) into K(u) such that
F(S) � QV I(K(u),T) ���. If

|� – �| � �(1 – v), (3.15)
then the approximate solution obtained from Algorithm 2.4 converges strongly to x*��F(S) � QV I(K(x*),T).

Proof. It is well known that, if T is �-inverse strongly monotonic with the constant � > 0, then T is
1
� –Lipschitzian continuous [9]. Consider

||xn – x*– �[Txn – Tx*]||2

= ||xn – x*||2 + �2||Txn – Tx*||2 – 2���Txn – Tx*, xn – x*�

� ||xn – x*||2 + �2||Txn – Tx*||2 – 2��||Txn – Tx*||2

= ||xn – x*||2 + (�2 – 2��)||Txn – Tx*||2

�
* 2 2 * 2

2

1
|| || ( 2 ). || ||n nx x x x� � � � �� �

�

�
2

* 2
2

( 2 )
(1 ) || || .nx x

� � ��
� �

�
�(3.16)

From (2.11), (3.5) and Assumption 2.1, we have

|| xn+1 – x*||

� *
* * *

( ) ( )
(1 ) || || || [ ] [ ] ||

nn n n K x n n K x
a x x a SP x Tx SP x Tx� � � �� � ��

� *
* * *

( ) ( )
(1 ) || || || [ ] [ ] ||

nn n n K x n n K x
a x x a P x Tx P x Tx� � � �� � ��

� * * *
( ) ( )(1 ) || || || [ ] [ ] ||

n nn n n K x n n K xa x x a P x Tx P x Tx� � � �� � ��

� � � � ��*
* * * *

( ) ( )
|| [ ] [ ] ||

nK x K x
P x Tx P x Tx

� � � � � �� � � �* * * *(1 ) || || || ( ) || || ||n n n n n n na x x a x x Tx Tx a v x x

� * *
1(1 ) || || || ||n n n na x x a x x� � � � �

= *
1[1 (1 )] || ||,n na x x� � � �
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where

2

1
2

1 v
� � ��

� � � �
�

(3.17)

From (3.15), it follows that �1 < 1 and consequently using Lemma 2.3, we have limn���||xn– x*|| = 0 the
required result .
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